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Abstract  
The inter-actor connectivity is absolutely crucial in wireless sensor and actor networks for timely responses to events 
generated in the network. Due to the sparse nature of the network, the failure of one or more actor nodes results in 
network partitioning problem very frequently. To provide effective connectivity between disjoint segments, a self-healing 
solution is required with a small number of involved actor nodes. Also, their travelling distances should be small. To find 
stable actor nodes with their small moving distance for recovery is an NP-hard problem for large scale problems. 
However, the present literature requires broadcasting of route request packets to find the nodes or location for recovery, 
which consumes more network energy and consequently decreases the network lifetime. In this study, we propose an 
algorithm called Node Stability aware Connectivity Restoration Algorithm (NSCRA) to tackle such network partitioning 
problem in an energy efficient way with stable actor nodes. The stability of node(s) is calculated by using controlled 
packet forwarding probability (i.e. node route request) that is based upon neighbour energy decay rate. The selection of 
node is based on its backup power to avoid further network partitioning (i.e. overlapped or collocated failures) during 
recovery. Our proposed approach performs not only energy efficient recovery due to the participation of stable nodes, but 
also reduces the message overhead of the network. The experimental simulation results show that proposed approach 
outperforms other existing state-of-the-art approaches. 

 
Keywords: Energy decay rate, Flooding, Node stability, Residual power, Message forwarding probability

1.0 INTRODUCTION 
Wireless Sensor and Actor Networks (WSANs) are characterized by dense deployment of energy constrained sensors 
with a small number of backbone actor nodes as shown in Fig. 1. Sensors are stationary, inexpensive, highly energy-
constrained and having limited data processing capabilities. On the other hand, actors are more capable nodes having on 
demand mobility relatively more on-board energy supply, richer computational and communication resources. The 
communication range of an actor refers to the maximum Euclidean distance that its radio can reach and is assumed to be 
larger than that of sensors range (݅. ݎ  .݁ >  ,௦). These networks are tremendously useful in various areas of human lifeݎ2
especially those serving in remote and unsupervised environments in which human intervention is extremely risky or 
impractical. One specific use case of WSANs is providing communication services between the members of a rescue 
team in disaster like scenario [1]. In such scenario, saving of human life depends on the proper functioning of the 
communication network so that the information about survivors can be delivered in real time and accordingly rescue 
operation may be performed.  
 
A typical problem of WSANs in such environments is a network partitioning problem due to failure of one or more actor 
nodes, i.e. when some part of the network is isolated from the remaining network. To recover from such a partitioning, 
sometimes additional mobile nodes can be used such as Unmanned Aerial Vehicles (UAVs) or robots [1, 2]. But these 
devices are very expensive and difficult to deploy due to the unattended or unrecognized environment, where exact 
locations may not be known in advance. For cost effective and real time operation, instead of taking some additional 
mobile nodes explicitly, the implicit nodes can be used for healing network partitioning problem in WSANs [3, 4] on a 
temporary basis until no permanent solution is proposed.  Flooding is a popular broadcast scheme suggested in all single 
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node failure recovery approaches during the searching of nodes’ positions for recovery operations in WSANs [25]. In 
these, each intermediate node forwards the incoming packet until it reaches its nearby node to find the optimal route of 
nodes for recovery. Due to its simple behaviour, it is suitable for resource constrained networks such as WSANs. These 
schemes are broadly defined in four general categories [5]: (1) simple or blind flooding, (2) probabilistic or gossip 
flooding, (3) area based flooding and (4) neighbour knowledge based flooding. Blind flooding causes a high network 
load due to broadcast storm problem [6], and as a result consumes large energy in the network. Probabilistic based 
approaches are more optimal than blind flooding based schemes. However, the main challenge in probabilistic based 
approaches is to find the optimal value of packet forwarding probability (ܲ). One way to find the optimal ܲ is with 
simulations for typical wireless scenario. However, this optimal value may vary for different network topologies. This is 
not a practical way to identify a single optimal value of  ܲ. The authors in [7] demonstrated that the optimal value of ܲ lies within the interval 0.65 to 0.75 in the networks with fewer than 1000 nodes. Further, the authors have also 
proposed that for high node densities the value of ܲ should be set at a low value to avoid redundant packets. On the other 
hand, ܲ should be set at a higher value for the low node density environment to avoid die out problem [6]. Area based 
approach suffers from overhead problem due to up gradation of node locations periodically [8]. Neighbour knowledge 
based approaches use information of neighbouring nodes in order to group into clusters. However, these schemes, insert a 
list of neighbour IDs into each node, which increases the overhead in the request packets [9]. Therefore, an adaptive 
broadcasting scheme based on dynamic probability is required to avoid the broadcast storm problem and conserve 
network energy. Fig. 2 illustrates the power consumption of MicaZ node [10] used in WSANs. The power of nodes is 
consumed mainly in three units: (1) Sensing (sensor) unit, (2) data processing (Microcontroller unit), and (3) 
communication (trans-receiver unit). Among them, the data transmission (radio unit) is the most dominant energy 
consumer part of the system. To send a bit over 100m distance, a node consumes energy equivalent to that required for 
performing millions of arithmetic operations [11]. Thus, it is also more important to reduce the number of 
retransmissions to save power in the network to sustain for longer period sustainability.   

 
A good amount of literature is available on multi-node failure recovery, but due to scope of improvement found in single 
node failure recovery approaches (generally WSANs are more robust than WSNs due to the presence of high energy 
nodes and the failure rate of actor nodes are very less depending upon their usage in the applications), we propose an 
improved technique for single node failure recovery in WSANs. In this paper, we utilize the neighbour node condition 
(i.e. stability indices) for the calculation of packet forwarding probability to achieve the efficient transmission of node 
request messages (NRMs) in the network along with recovery procedure. To the best of our knowledge, this is the first 
single node failure recovery approach that uses stable nodes and controlled packet forwarding probability based on 
neighbour node(s) knowledge for healing network partitioning problem of WSANs. Moreover, with small modifications 
in our proposed approach it can be applied to large scale node failure in the network which is our future work. The 
objective of the proposed approach is to find the route of the stable nodes for cascaded movements for single node failure 
recovery in WSANs. After applying one of the metrics used in [35, 36] i.e. node residual power, a heuristic based on 
nodes’ local neighbourhood information is applied. Using this heuristic, the next node to dominate node is selected 
greedily among the neighbour nodes that maximize the joint node-stability-energy metric for enhancing the network 
lifetime. Due to local scope of proposed approach, it has good scalability as well as low message overhead in the large 
scale network. More specifically, the main contributions of the proposed approach are: 
 
1) A multi-objective mathematical formulation for joint node stability and residual energy metrics based on node energy 

decay rate to heal network partitioning due to failure of cut-vertex node is presented. 
2) The proposed protocol is different from other single node failure recovery approaches (i.e. RBA-DARA and RBA-

PADRA) due to account of joint node stability-energy metric for energy efficient recovery. 
3) The proposed protocol is different from other single node failure recovery approaches due to accounting of limited 

network communication overhead for further enhancing the network lifetime. 
 

The remainder of the paper is organized as follows: In Section 2, related work is described. Section 3 gives the 
description of energy model, mathematical model and methodology of our proposed approach. In Section 4 pseudo code 
is explained. Section 5 represents the simulation results and compare with RBA-DARA and RBA-PADRA (i.e. route 
based approaches) to prove its effectiveness. In Section 6, the article is concluded with future scope. 
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Fig. 1: An articulation of layered architecture of WSANs [4] 

 

 Fig. 2: Power consumption of MicaZ node [9] 
2.0 RELATED STUDY 
The bulk of research work in WSANs has focused on the engagement of actor nodes in order to maximize coverage and 
responsiveness. Inter-actor connectivity has only been studied in the context of actor deployment without taking actor 
node failure problem. Some of the published works have been focused on re-establishing broken links with cascaded 
movements [12-16] without taking the node(s) stability for recovery. Consequently, it decreases network lifetime.  
 
Faith et al. [17] presented an efficient distributed mechanism that connects the partitioned sub-networks to achieve inter 
actor connectivity. In this the authors proposed two goals: (i) Minimum distance travelled by the involved nodes, (ii) 
least number of actor nodes involved in the recovery process. The effort made by the authors is to achieve both objectives 
simultaneously but without considering a topology change and coverage. The main problem seems as claimed by the 
authors themselves that it is applicable only for the recovery of two partitioned sub-networks and fails for multiple 
disjoint networks. Scalability issue is another problem with this algorithm. 
 
Ameer et al. [18] proposed the new distributed node recovery algorithms (DARA 1C, DARA 2C) to restore the 
connectivity of inter-actor nodes network. The idea of DARAs is to identify the least number of actor nodes in order to 
establish the connectivity between disjoint network partitions. DARAs have four main drawbacks as claimed by authors 
of [19, 20]: (i) DARAs do not provide any mechanism to detect cut-vertices. It is assumed that this information is 
available with each node which requires complete knowledge of whole topology, (ii) the selection of failure handler (FH) 
to replace the failed node is done based on the basis of neighbours’ degree which may require sometimes excessive 
replacement until a leaf node is found, thereby increasing maximum movement distance of all individual actors (MMI), 
which reduces the network lifetime, (iii) the best candidate selection is done reactively which requires a lot of calculation 
and it is very critical for delay sensitive applications, (iv) The major problem occurs with cyclic network topologies.  
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Kemal et al. [19, 20] presented the new distributed partition detection and recovery algorithm (PADRA, PADRA+) to 
handle the lost connectivity problem through detection of possible partitions after the failure has occurred. The authors 
restore the lost network connectivity through controlled relocation of movable nodes. The idea is to identify the nodes in 
advance that will cause partitioning in the network. PADRA has three main drawbacks: (i) Like DARAs, PADRA does 
not provide any better mechanism to detect the cut-vertices and non-cut vertices in the network, (ii) Selection of FH to 
replace the failed node is made based on the neighbour’s node status (i.e. node is dominate or dominator) irrespective of 
the distance, which may require sometime excessive replacement, (iii) communication overhead is large due to 
unnecessary cut-vertices calculated in PADRA. The authors have also proposed second distributed algorithm PADRA+ 
to further reduce the travelling distance of involved nodes with the cost of message overhead. The only difference 
between PADRA and PADRA+ is that PADRA+ calculates cut vertex and non-cut vertex using dynamic programming 
(DP) with the cost of large message overhead. Unlike the assumption in DARAs, PADRA assumes all non-leaf nodes are 
cut-vertex. It also helps to reduce the problem encountered in cyclic network topologies. The authors have also proposed 
distributed algorithm (MPADRA) to handle two node failures with minimal overhead on involved nodes. MPADRA 
avoids reserving the same node (i.e. race condition) as a failure handler in the recovery process. However, it does not 
handle completely partitioned segments (large scale failure) as claimed by Younis et al. [24].  In this paper, our concern 
is only a cut vertex node failure recovery with stable node to enhance network lifetime, which is not seen in any other 
literature. 
 
Muhammad Imran et al. [21] presented novel distributed Partitioning Detection and Connectivity Restoration (PCR) 
Algorithm to repair connectivity while imposing minimal communication overhead on a node during recovery process. 
The idea presumed by the authors is to pursue node relocation in order to restructure the topology and regain the strong 
connectivity. In addition, PCR tackles the problem of increased interference when many neighbour nodes move to the 
vicinity of the failed node for recovery. PCR has two drawbacks: (i) Large number of nodes is required for recovery, (ii) 
termination point of the algorithm is not cleared in the algorithm. 
 
The objective of Coverage-Aware and Connectivity Constrained Actor Positioning method (C2AP) as proposed by 
Kemal Akkaya et al. [22] is to maximize the coverage of actor nodes while maintaining connected topology. The main 
problem in C2AP is that it requires a large number of nodes in recovery process to restore the connectivity.  
 
Ameer et al. [23] presented Least Disruptive Topology Repair Algorithm (LeDiR) to recover the lost connectivity by 
relocation of the complete smallest block of nodes among the disjoint partitions and ensure that no path gets extended 
between the pair of nodes as compared to pre-failure condition. LeDiR has three main drawbacks: (i) All the nodes of a 
block are moved for recovery and it causes large number of node’s movements in the network, (ii) a significant amount 
of energy is consumed by large number of involved nodes for recovery, (iii) the smallest block calculation is done at the 
time of node failure, which requires a lot of computation and communication during recovery time and it is very crucial 
for delay sensitive applications, (iv) it is not clearly explained how to move all nodes synchronously.  
  
Muhammad Younis et al. [24] proposed a localized distributed algorithm called Recovery through Inward Motion (RIM) 
for network partition recovery. The main idea is to move the entire neighbour’s node(s) towards inward direction of 
failed node so that they can discover each other and recovery can take place. RIM reduces the message overhead of 
maintaining only 1-hop neighbour’s information. RIM has three main drawbacks: (i) Large numbers of relocated nodes 
are required for recovery, (ii) large network topology is changed during recovery, (iii) no coverage issue along with 
connectivity has been considered in this approach. 
 
Xinyuan Zhao et al. [25] proposed a new distributed scheme called Coordination-Assisted Connectivity Recovery 
Approach (CCRA) to handle the network partitioning problem with the least number of nodes. The idea is to calculate 
node status at the time of its failure to reduce the pre-failure message overhead on the network. CCRA has two main 
drawbacks: (i) Large communication overhead occurs for recovery, which is not suitable for time-critical applications (ii) 
no coverage issue along with connectivity has been taken. 
 
Ameer A. Abbasi et al. [26] described a localized and distributed scheme called Least Movement Topology Restoration 
(LeMoToR) approach to deal with network partitioning with the least number of node movements with least message 
complexity of the network. The idea was to utilize the existing path discovery activities to know the structure of the 
topology and take appropriate action accordingly. Hence, the proposed solution relies on the local view of a node on the 
network to start the recovery process. It applies recursively on every node of a particular path to sustain the intra-smallest 
block connectivity. LeMoToR has three main drawbacks: (i) Due to large computation overhead, each node consumes 
significant energy at recovery time, (ii) the smallest block calculation is done at the time of recovery, which is very 
crucial for time-critical applications, (iii) using path discovery activities for failure detection, a large communication 
overhead occurs during recovery.  
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Abdullah Alfadhly et al. [27] proposed a distributed algorithm called Least Distance Movement Recovery (LDMR) 
approach which exploits non cut-vertex nodes for the recovery so that no further partition occurs after the movement of 
involved nodes. The idea is to move the direct neighbours of failed node position and replacing its original with its 
nearest non cut-vertices. LDMR uses node mobility and availability of non-cut-vertices for network recovery during the 
recovery process. LDMR has two main drawbacks: (i) Due to searching of non-vertex nodes at the time of recovery, 
large computation overhead occurred on each node which consumes more energy, (ii) every node searches the non-vertex 
node by sending the messages, therefore, it creates flood like situation in the network. Hence, congestion occurs in the 
network. 
 
Azadeh Zamanifar et al. [28-29] proposed an efficient-proactive distributed approach called Actor on Mobility (AOM) to 
restore the connectivity. The idea is to find the critical nodes in advance for partition recovery. AOM has two main 
drawbacks: (i) no termination point of algorithm is given, (ii) no procedure is explained to find failure handler(s) in the 
partitioned network. 
 
Recently, Kemal Akkaya et al. [30] proposed efficient reactive distributed approaches (RBA-DARA, RBA-PADRA) to 
handle large scale failures in WSNs. This idea is perceived by the authors from their previous literature [19-20]. The 
authors’ use the formerly maintained routing information, (i.e. network information) before any failure happens in order 
to establish network partitioning recovery. The recovery nodes are chosen based on their minimum distances either from 
the failed nodes or sink. The main problem with these approaches is that they consider node connectivity issues without 
taking the stability condition of nodes for recovery. They do not consider the large number of partitions in the network. 
Consequently, network lifetime decreases if low energy nodes are to be chosen for recovery. In a net shell, network 
lifetime improvement issue is not considered while maintaining recovery in the network.  Recently, V. Ranga et al. [40] 
proposed a new solution to tackle the network partition problem. The proposed solution is based on gradient point. In the 
present literature, it is assumed that all nodes are equally stable (i.e. equally good in terms of their battery power) to 
perform the recovery, which is not true in real environment where nodes are decaying their battery power with some 
decay rate [31]. Moreover, some of the nodes may be incapable to do recovery due to their low battery power and their 
present status in the network, i.e. node is in active or sleeping mode (i.e. If some energy-efficient approach is used in 
routing for network lifetime). None of the present literature deals with lifetime of the network during tackling the 
network partitioning problem. Therefore, a local distributed single node failure recovery approach is proposed. It uses 
neighbours’ node information based on their energy decay rate (EDR) along with packet forwarding probability ( ܲ) to 
find the status of the nodes for recovery. It also limits the message overhead to further reduce unnecessary energy 
consumption of involved nodes. The details about the proposed algorithm are discussed in the next section.  
 
 
3.0 NODE STABILITY BASED CONNECTIVITY RESTORATION ALGORITHM (NSCRA) 
3.1 System Model  
NSCRA is applicable to hazardous environments where recovery of single node failure is a big challenge. Upon 
deployment, a self-initialized phase is carried out by the nodes in the network. Each actor broadcasts a hello message 
having Node_ID and location information to its neighbour nodes. To cope with dynamic changes in the network, a 
heartbeat message is sent periodically by all actor nodes to their neighbour nodes to tell about aliveness in the network. 
In case, any actor node does not hear heartbeat messages till a time period from its neighbouring node, then failure of that 
actor node is confirmed and its designated failure handler (FH) may take recovery action immediately. 
 
In WSANs, the inter-actor topology can be modelled as an undirected graph ܣ) ܩ, ,ଵ ܽ ߳ ܣ where ,(ܧ … ܽ  and ܧ ߳ ݁ଵ, … ݁. An actor node ܽ  in the network is represented with vertex ݒ in graph G. An edge (݁) exists between 
ܽ  and ܽ  if there is the communication link between corresponding nodes ܽ  and   ܽ i.e. ݁ ∈ ,ܧ ∀(݅, ݆) ∈ ,ܧ ݀ ≤
,ݎ ܽ, ∈  .Let ݈ be a binary variable that equals one if a node ܽ moves to location of failed node ܽ otherwise zero .ܣ
 
3.2 Energy Model 
In this study, it is assumed that each node has the capability of forwarding an incoming packet to its neighbouring nodes 
and to receive information from a transmitting node. Each node has a routing table to transfer sensed data to sink node. 
The energy needed to transmit a packet ܲ from node ݅ is: ܧ௧௫( ܲ , ݅) =  ݒ ,is the current (in amperes) ܫ  Joules, whereݐݒܫ
is the voltage (in volts) and ݐ is the time taken to transmit packet (in second). Therefore, the energy consumption is 
modelled as [31, 32]:  
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)ܧ ܲ , ݅, ݆) = )௧௫ܧ  ܲ , ݅) + ) ௫ܧ ܲ , ݆)          (1) 
 
Where ܧ௧௫ and  ܧ௫ are energy spent to transmit the packet from node ݅ to node ݆ and to receive the packet at node ݆ 
respectively. In the proposed model, the power consumption is determined by taking power consumption at transmitter 
i.e. ܶ , power consumption at receiver i.e. ܴ and power consumption due to physical movement of nodes for failure 
recovery. In particular, the transmission power ܶ  is modeled as:  
 

ܶ(ݐ) =  ܿݎ            (2) 
 

Where ݎ  is the data stream rate sending from node ݅ to node ݆, and coefficient ܿ  represents power expenditure cost per 
bit associated with edge ݁ ∈ ,ܧ ∀(݅, ݆) ∈  :and it is modeled as ܧ
 

ܿ =  ȡώ݀ఎ           (3) 
 

Where ݀ఎ ȡ is a distance independent parameter used according to network characteristics, ߟ represents the path loss 
index and having value 2 ≪ ≥ ߟ  4, ݀  denotes the Euclidean distance between node ݅ and node ݆ and ώ is a distance-
dependent coefficient and takes according to node moving distance in the network. In particular, ώ is modeled as:  
 

ώ =  ݀௩  (4)          ݎ 
  

Where ݀௩ represents the average travelled distance between node ݅ and node ݆ at time ݐ and ݎ is the transmission range 
of an actor node. 
 
Similarly, the energy consumption at the node during the packet reception is modelled as: 
 ܴ(ݐ) = ݎ £            (5) 

 
Where  represents the energy dissipated to receive one bit of information.  In the proposed model, it is assumed that  is 
constant and same for every node and ݎ  is the data rate from node ݅ to node ݆. 
 
Energy consumption during on demand movement of actor nodes from node ݅ to node ݆ for partition recovery is modeled 
as: ܧೕ =  ଵ ώ          (6)ܧ 
 
Where ܧଵ  shows energy consumption by actor node per meter travelled distance, which is assumed 1 ݈݁ݑܬ/݉ in our 
proposed model. 
 
Furthermore, energy saving mechanisms based only on metrics related to residual energy cannot be used directly to 
establish stable routes between nodes. The reason is that in case a node is willing to accept all requests (i.e. stable node 
finding requests); because it has enough residual battery power, much traffic will be injected to that node. In this sense, 
the energy decay rate of that particular node will tend to be high and causes a sharp decay of its backup battery power. As 
a consequence, it could exhaust that nodes’ energy quickly, causing the node to die sooner. To mitigate this problem, 
metric based on traffic load characteristics can be used along with node residual energy metric. In particular, minimum 
node energy decay rate as described in [31] is applied as cost function that takes into account node energy decay rate 
index (DR) and residual energy of nodes to measure the node energy dissipation rate. Each node ݅ monitors its energy 
consumption due to transmission, reception and overhearing activities, and computes its energy decay rate ܴܦfor every 
T seconds. The actual value of ܴܦ  can be calculated by using a well-known method called Exponential Weight Moving 
Average (EWMA) as used by the authors in [32] and applied on both previous energy decay rates as well as on the 
current decay rate which is modelled as follow: 
 

  (7)         (ݐ)ܴܦ = ௨,ܴܦ
 

(ݐ)ܴܦ = ݐ)ܴܦ ߙ  − 1) + (1 −  ௨,       (8)ܴܦ(ߙ
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To take current condition of energy expenditure of node, the proposed approach takes the ratio of residual battery power 
at node ݅ to the energy decay rate ܴܦ(ݐ) at time t which is represented by ݏ (ݐ) . It can be modeled as: 
 

(ݐ) ݏ =  ாೝೞ(௧)
ோ(௧)   (9) 

 
The ratio mentioned above is significant when the left energy of node ݅ is exhausted such that it can indicate the stability 
condition of node ݅. To find all stable nodes on a given route ݅ in the neighborhood, the maximum value of ݏ (ݐ) is 
taken as: 

= max ∑ ∀ ∈ݏ (ݐ) ∶  ∀(݅) ∈  (10)        ܣ
 

More specifically, the energy coefficient ݁ೝ(ݐ) is modeled as: 
= ೕܧ  (ݐ) ݏ  ∶  ∀(݅, ݆) ∈ ,ܧ ∀݅ ∈  (11)        ܣ

 
For each edge ݁ ∈ ,ܧ ∀(݅, ݆) ∈  is the product of power dissipated due (ݐ)the coefficient ݁ೝ ,ݐ and at any instant of time ܧ
to movement of nodes from node ݅ to node ݆ position and stability index of node ݅ which is the ratio of residual power to 
energy decay rate. The significance of coefficient ݁ೝ(ݐ) is that the objective function has to be minimized for a long 
network lifetime. Higher energy decay rate means higher energy consumption at that instant of time ݐ and consequently, 
lower the value of coefficient ݁ೝ(ݐ)and decreases the network lifetime. 

 
3.3 Mathematical Model and Problem Formulation 
The problem of finding stable nodes for cascaded movement of nodes in WSANs is formulated as a bi-criteria 
constrained optimal route model as described in [33]. However, the number of efficient solutions may be exponentially 
increased with the problem size. Consequently, it is not possible to define an efficient method to determine all efficient 
routes for recovery [34]. Table 1 shows the symbols used for mathematical modelling. Let ݈ be binary variable 
associated with the edge ݁ ∈ ,ܧ ∀(݅, ݆) ∈  .that is set to one, if edge belongs to route and otherwise zero ܧ
 

Table 1: Mathematical notions used in modelling 
Symbols Meaning 

 Set of actor nodes ܣ
 Set of edges in the graph ܧ

݀  Euclidean distance between node ݅ and node ݆ 
ܶ  Transmission power to send a packet from node ݅ to node ݆ 

ܴ Power consumed of the node during the reception phase 
ݎ  Rate of data flow sent from node ݅ to node ݆ 
ܿ  Power expenditure cost per bit associated with each edge 

௦ܧ  Residual power of  ݅௧ node 
 ݅  Initial power associated with nodeܧ

ܴܦ  Energy decay rate associated with node ݅ 
£ Energy dissipated to receive one bit of information 

݁ೝ  Energy coefficient associated with node ݅ 
ݏ  Cost  function based on residual power and energy decay rate 
 ଵ Energy consumption per meter travelled distanceܧ

 ௦ Residual power of the neighbour node  of ݅௧ nodeܧ
  
Our problem can be defined as follows: “ܣ numbers of actor nodes that know their location using some localization 
algorithm are randomly distributed in an area of interest. Let us assume that j disconnected sub-networks are formed as 
a result of failure of a node. Each sub-network ܩ  has ܽ  actors where 0 ൏ ܽ ≪ and  1 ൏ ܣ  ݅ ൏ ݆. Our goal is to devise 
a localized energy efficient distributed algorithm that will ensure connectivity among all disconnected sub-networks ܩ  with minimum travelling stable nodes and minimum communication overhead to prolong the network lifetime, and thus 
create a new connected network ”.  
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The problem can be formulated by using an objective function: 
 
ݔܽ݉      ଵ݂ = ∑ ∀(,)∈ா,∈ݏ    (12)݈(ݐ)
ݔܽ݉                   ଶ݂ = ∑ ,ೕ∀(,)∈ா,∈ܧ    (13)݈(ݐ)݀(ݐ)
Subject to: 
                   ∑ ݈∈ = 1, ∀݆ ∈ ,ܣ ݆ ∉ ,ܨ ܨ ⊂  (14)          ܣ
    ∑ ݈ = 1, ∀݅ ∈ ∈,∈ிܣ             (15) 
    ݀ ≤ ݀௫ , ∀݅, ݆ ∈  (16)             ܣ
          
The objective functions define the minimum number of stable nodes involved with minimum travelling distance for the 
recovery operation with the constraint that the maximum distance travelled by involved node is d୫ୟ୶, where ݀௫ is the 
farthest distance that a node is allowed to move during network recovery. Equation 14 ensures that a position i is not to 
be taken by more than one node at the same time while equation 15 ensures that  can cover only one node at the same 
time. Equation 16 ensures that the maximum distance travelled by any individual node is d୫ୟ୶. The above mentioned 
multi-objective functions are put together for single-objective optimization. The normalized single-objective function (  
is formulated in terms of weight factors and given by following equation: 
                  max(݂) = ଵݓ  ଵ݂ + ଶݓ ଶ݂           (17) 
                         = ଵݓ  ∑ ∀(,)∈ா,∈ݏ ݈(ݐ) + ଶݓ ∑ ,ೕ∀(,)∈ா,∈ܧ       (18)݈(ݐ)݀(ݐ)

 
Parameters ݓଵ and ݓଶ are chosen in such a way that the condition ݓଵ + ଶݓ = 1 is satisfied. It is easy to prove that the 
optimal solution of the proposed model is a Pareto optimal solution [34]. It is also important to note that the proposed 
method can be used to address many applications with different QoS constraint. For example, if focus is on energy 
saving, importance is given to weight related to energy, i.e. wଶ (i.e.ݓଶ ≫  ଵ), whereas for the applications in which it isݓ
important to choose stable nodes to avoid overlapped failure of nodes in the network, more weight age can be given to 
stability weight (i.e.  wଵ ≫ wଶ). In our proposed approach, more focus is on for choosing stable nodes in the 
network. While in the state-of-the-art approaches, importance is given to ݓଶ without considering the stability of nodes 
which may further partition the network during recovery. All metrics are calculated on a local basis at each ∆t time 
interval.  
 
Definition 1: A node is said as a ‘weak node’ which has low power level and the probability of that node becomes down 
in the near future will be high due to less battery backup. 
Definition 2: A node is said as a ‘strong node or stable node’ when it has certain desirable properties, i.e. longer battery 
power backup which increases the packet delivery probability and also increases the recovery participation probability. 
Definition 3: A connectivity between two nodes i and ݆ with nodes’ transmission range ݎ is established at time instant ݐ 
when the distance between both nodes is such that ݀ ≤   .ݎ
3.4 Methodology 
 Our proposed approach consists of three phases: 
 
1) Locating stable nodes on the route: It is assumed that all nodes will maintain up to 2-hop neighbour information 

about their status (i.e. cut vertex or not), stability index as well as the residual power of the node to find node cost 
function. In this phase, the neighbour node/s of the failed node, i.e. 1-hop neighbour node/s will try to find the stable 
node based on their calculated cost function using greedy approach. After the detection of failure of a node, 1-hop 
neighbour node/s will broadcast node recovery message (NRM) to its neighbouring stable nodes for recovery. After 
getting this message by the neighbourhood node/s, the node selects the next stable node based on its stability index 
and residual power, and rebroadcast the message further till dominate node is hit for the end of the recovery 
operation. In this way, only one node is chosen to send NRM for recovery i.e. a limited number of messages is used 
to find nearby stable nodes. The rebroadcast message probability is calculated based on the node stability index, 
which depends on node energy decay rate as well as node residual power. In order to collect node stability index, i.e. ݏ and node residual power, i.e. ܧ௦(ݐ) two additional fields are added to heartbeat packet, thus the format of 
sending packet is modified as shown in Fig. 3.   
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Type (8-bits) Flags and  Reserved bits (16- bits) Hop count( 8-bits) 
Broadcast ID 

Stability index ( ) 
Residual power of  a node ( ) 

 
Fig. 3: Modified packet format 

 
The additional memory used for the modified heartbeat packet format is nominal as compared the original size of the 
packet. This packet is used by the intermediate nodes to calculate the packet forward probability so that stable nodes 
can be used in the recovery. After detection the failure at node ݊for the first time with stability index and node 
residual power, the node set a random delay ∈ [0, ܶ௫]. During this delay, the node receives all the broadcast 
packets to extract latest information of stability index as well as residual power metric. Suppose (݊ − 1) are 
redundant packets with stability indices (ݏ, ,ଵݏ … , ௦బܧ) ିଵ) and residual powersݏ , ௦భܧ , … ,  ௦షభ). These areܧ
received at a node at any instant of time ∆t. After the random delay, the node broadcasts the packet with a probability 
to next stable node as follows: 
 

          ܲ = ൬ ܲ ݏ                           ≥ ∋∀   ,௧ݏ       ܣ
ܲ  ∗ ݁ݏ݅ݓݎℎ݁ݐܱ                       (ܧ)ܲ ൰          (19) 

Where ݏ௧ is the minimum threshold value of stability index and ܲ  is the initial packet forward probability based on 
according to expansion metric [36] of the nodes and ܲ(ܧ) is calculated as: 
 
(ܧ)ܲ            = ா

ாೌೣ                (20) 
 Where ܧ௫ = max(ݏ, ,ଵݏ … , ௫ܧ ିଵ), andݏ = min(ݏ, ,ଵݏ … ,   (ିଵݏ

 
The value of ܲ(ܧ) lies between (0, 1) and changes dynamically according to the node stability index, which is based 
on node energy decay rate and residual power of that particular node. As a result, each node will adjust its packet 
forwarding probability ൫ ܲ൯according to the neighborhood node status and forward NRM packet to stable node 
only. In the nutshell, only the nodes having the good stability index will be chosen and will participate in the 
recovery. Moreover, it also reduces message complexity in the network due to the selection of the limited number of 
stable nodes. However, the node selection strategy in RBA-DARA and RBA-PADRA is based on greedy technique 
without considering node stability. Similar type of technique, i.e. greedy approach is used in our proposed approach, 
but in a different manner. In our approach, the next node selection tries to minimize joint stability-energy metric 
which enhances the network lifetime. However, our approach offers flexibility through weight of stability metric and 
energy metric based on the interest of the application layer. This means, if an application layer is more conscious 
about node stability, it is possible to give more weightage to ݏ metric. On the other hand, an application that needs to 
reduce the energy consumption with lower recovery time, ݀  metric is considered as explained in [36]. In Fig. 4, it is 
shown that RBA-DARA and RBA-PADRA use nodes’ degree and distance based metric to select the next hop 
neighbour node, i.e. nodes given on path ݏ − ݊ଵ − ݊ଶ − ݊ − ݊ − ݊ହ moves in a cascaded manner for the recovery 
of failed node ܵ.  It is possible to observe that the selected nodes can be different depending on the metric considered 
and on the weight used when a joint metric is applied. In particular, our proposed solution selects the nodes given on 
the path  s-nଵ-nଶ-n-n-nହ because it is assumed that all these neighbor nodes having a good stability index on this 
path. To break ties, Node_ID can be used. This means, the proposed approach may select a longer moving path, but 
having higher residual power nodes for network recovery. In order to avoid loops, a combined Euclidean distance and 
stability based metrics are adopted to find nodes in forward direction [36].    

 
2) Cascaded movement of nodes for recovery: After finding the nearby stable neighbour node(s), the selected node will 

broadcast the ‘Node Recovery Started’ message to its stable neighbour nodes’ on the recovery path and moves to the 
position of failed node called actor node relocation. In case, further partition occurs in the network due to movement 
of any stable node(s) (i.e. cascade movements) its neighbourhood node having good stability index may apply the 
same procedure till network is not re-connected.  
 

3) Reestablishment of connectivity: In the third phase, a newly joined actor node tries to establish connectivity with its 
neighbourhood nodes for normal operation by sending heartbeat messages and update their neighbour node/s 
information table using exchanged packets. 

New fields added 
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 (a)  (b)  
Fig. 4: Greedy node selection (a) RBA-DARA approach based on Euclidean distance and degree, (b)  proposed 

NSCRA based on stability index and nodes’ residual power 
 
The proposed algorithm fails when no stable node/s in the progressive direction is found and it returns failure. To 
mitigate this problem, a procedure can be applied as explained in [37], where, . In [37], the protocol assumes to use a 
recovery mode called Perimeter Forwarding. This technique permits to select other neighbour nodes among the perimeter 
of the polygon face. In our case, if node ݅ cannot find a stable neighbor node ݆, ∀(݅) ∈   that minimizes ݂, whereܣ
 represents the set of neighbor nodes of node, then neighbor node selection is based on minimum degree ݀ܣ  and 
distance ݀  as proposed in RBA-DARA and RBA-PADRA approaches. We are considering this criterion of selection of 
nodes for recovery in the worst case scenario. The motivation to select the stability metric in recovery mode is to 
promote the selection of strong/healthy nodes on the priority basis to avoid further failure of nodes during recovery i.e. 
overlapped or collocated failure and enhancement of the network lifetime. Fig. 5(a, b) shows the flowchart of packet 
forwarding probability and node failure recovery, respectively, to choose stable nodes for single node failure recovery 
using RBA-DARA, RBA-PADRA and proposed NSCRA. 
 
4.0 PSEUDO CODE OF NSCRA 
This section describes pseudo code of proposed NSCRA for single node failure recovery with a small number of node 
movements. It has two parts: (a) packet forwarding probability to forward controlled messages, (b) Node failure recovery 
with cascaded movements. 
 
Node Stability Connectivity Restoration Algorithm ()  
Definitions: ܴܰܯ : Node Recovery Message received from node i ܰ݅: Neighbor set of nodes ܶ݅: Time of node i for NRM packet ݀݅: Degree of node ݅. Packet Forwarding Probability(i) 
1:  if ai receives a new ܴܰ݅ܯ from node S then 
2:  Compute the neighbour set ܰ݅ and degree ݀݅ 3:  Compute the rebroadcast delay ܶ є [ 0,  using backoff algorithm based on number [ݔܽ݉ܶ

of neighbor nodes i.e. ݀݅ 
4:  Set Timer ܶ݅ according to calculated delay 5:  end if 
6:  While ܽ݅ receives a duplicate ܴܰ݅ܯ from node j before timer ܶ݅ expires do  
7:  Store all the stability indices and node residual power  
8:  end while 
9:  If timer ܶ݅ expires then  
10: Compute packet forwarding probability based on node energy decay rate and node residual power 
11:  Broadcast (ܴܰ݅ܯ) 
12:  else 
13:  Broadcast (ܴܰ݅ܯ ) to neighbor node based on its distance and degree.  
14:  end if 15:  end if 
 
Recovery_node () 1:  recovery = false 
2:  ܶ =  [0,  [ݔܽ݉ܶ
3:  if node (i) = cut-vertex 
4:    while recovery = false 
5:   move (݉, ݅) 
6:   Broadcast (Node Recovery Started (݉)) 
// Broadcast node failure to neighbour nodes// 

Node failure Recovery(i) 
 1: for ݅ =1 to max_nodeno  
 2: if node_failure (݅) = false       
 3: Node_Designation (݅)   4: end if 
 5:    for i = 1 to max_nodeno 
 6: if get_ Node_Cut_Vetex_Status = true  
 7:    continue    8:  end if 

   9: if failure_detection (݅) = true  
10:   node_failure (݅) <- true  
11:   Broadcast (Node Failure (݅)) 
12:   Recovery_node (݅) 
13:   NSCRA () 
 
Node_Designation () 
 1:   if degree (݅) = 1   
 2:   Cut-vertex (݅) ← false 
 3:   Return 
 4:   end if 
 5:   if degree (݅->connected) = 1 
 6:   Cut-vertex (݅) ← true 
 7:   Return  
 8:   end if  
 9:   count=0 
 10: for ݆ = 0 to ݆ = max_nodeno 
 11: visited (݆) = 0  
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8:  Recovery_node (݅) 
9:     break 
10:   end if 
11:   end while 
12:   end if 
13:   Broadcast (No Recovery Required (݅)) 
  

 // make each node not visited 
 12: visited (݅) = 1     // make its visited status 1 then check number of 
components in the network //  
 13: for ݆ = 0 to ݆ = max_nodeno 
 14: if visited (݆) = 0  
 15: count = count + 1 
 16: DFS (݆)  17: end if  
 18: if count = 1 
 19: Cut-vertex (݅) ← false  20: else 
 21: Cut-vertex (݅) ←true 
 4.1.1 Procedure Packet Forwarding Probability: Line 1 checks for the new NRM message.  If new NRM is received by 

the nodes, then line 2 computes its neighbour list and degree for the worst case scenario. Line 3 and 4 set the timer using 
calculated back-off delay to receive all NRM messages. Line 6 stores stability index based on energy decay rate and 
residual power. Line 10 computes the packet forward probability for NRM. Line 11 broadcast the packet to stable node. 
Line 13 forwards the packet to a node based on its distance and degree, in case no stable node is found in the 
neighbourhood. 
 
4.1.2 Procedure Node Failure Recovery: Line 2 checks for the history of failure of a node. Initially, all the node failure 
is set to false. Line 3 designates the node’s status, i.e. cut-vertex and non-cut-vertex status. Line 5-7 stores the status of 
node. Line 9 detects the node failure. Line 10 sets nodes’ failure true. Line 11 broadcast message “Node Failure” and 
line 12 calls procedure Recovery_node for recovery of node failure. Line 13 again calls the procedure NSCRA for 
handling further failures in the network. 
 
4.1.3 Procedure Recovery_node: Initially, recovery is set to false. If the failed node is a cut-vertex, then the neighbour 
node satisfies the cost function to start the recovery procedure. Lines 3-6 are responsible for handling failure. A node 
movement takes place in line 6 with the broadcast of the message “Node Recovery Started”. Line 7 broadcasts the 
message of “Node Failure” by moving the node towards its neighbour nodes and therefore, the procedure of 
Recovery_node is called recursively till non-cut-vertex moves for recovery.  Line 13 broadcasts “No Recovery 
Required”, if no further recovery is needed.  
5.0 SIMULATIONS AND RESULTS DISSCUSION 
This section evaluates the performance of the proposed approaches via simulation.  
 

Table 2: Simulation parameters 
 

Parameters Value 
Simulation Area 500m X 500m 
 Nodes 10-100 
Radio Model Two ray ground model 
MAC Layer IEEE 802.15.4 
Routing Protocol MLEACH 
Node Velocity 1m/s 
Communication Range  10-100m 
Node Initial Energy (ܧ) 100 joules 
Energy dissipation during movement (ܧ) 1 Joule/meter 
Simulation Time 1000 seconds 
Weight factors  (ݓଵ,   ଶ) 0.9, 0.1ݓ
α,  0.3, 0.1-1.0 
Channel Frequency 2.4 GHz 
Packet Size 512 bytes 
Antenna Model Omni-directional 

 1.5 x 10-9 J 
Mobility model On-demand mobility 
Data transmission rate 15 packets/sec 
Failure model  Random 
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The purpose of simulation experiment is to act as a proof of concept for the designed protocol. Moreover, using the 
simulation, it can be determined whether the protocol design adheres to the design criteria and requirements. Here, the 
aim of the simulation is to show that the proposed approach outperforms approaches like RBA-DARA and RBA-
PADRA. The proposed NSCRA is validated in a simulation environment developed in C++ on application layer over NS 
2.34 [38]. Table 2 shows the simulation parameters used during the simulation. 
 
 

 
(a)  

 
(b) 

Fig. 5: Flowchart of NSCRA (a) Packet forwarding probability (b) Node failure recovery  
 

Actor nodes are randomly deployed in an area of 500݉ 500݉ ݔ consisting of varying numbers of actor nodes 
ݎ) with fixed transmission range (100 ݐ 10) =  50݉ and variable range between 10݉ 100݉ ݐ with fixed number of 
actor nodes 100). The results of the individual experiments are averaged over 30 trials with 95% confidence interval. 
After identification of dominators and dominates in the configuration during the initialization phase, one of the nodes is 
randomly assumed as the failed node. Every node maintains its 1-hop neighbour information in the neighbour table and 
route information to transfer sensed data to sink in the routing table like in RBA-PADRA. The algorithm starts with the 
failure detection as shown in Fig. 5(b). The following metrics are used to measure the performance of NSCRA. 

  Stability Period (SP) 
  This represents the time period until the first node fails in the network due to its battery power exhaustion. More 
stability period means network contains more alive nodes and perform its operation for a longer period of time. Fig. 6 
illustrates the graph between the numbers of alive node and the number of rounds.  The proposed NSCRA shows 
longer stable period due to energy saving via controlled message overhead in the network. Moreover, stable nodes are 
designated for recovery (i.e. up to 1-hop neighbours). However, RBA-DARA and RBA-PADRA blindly select the 
nodes without observing the nodes stability so that unstable nodes may select for recovery operations and 
consequently, it decreases the network lifetime. Fig. 6 shows that RBA-DARA has small stability period as compared 
with proposed NSCRA due large communication overhead in the network, i.e. due to local flooding to find nearby 
node for recovery. Moreover, Fig. 7 and Fig. 8 show the effectiveness of proposed NSCRA over RBA-DARA and 
RBA-PADRA with changing the network size as well as message forward probability. More specifically, as the 
network size increases, the availability of more nodes stable in the neighbourhood (i.e. 1-hop neighbours) rises, 
consequently, NSCRA network lifetime increases. This is shown in Fig. 8 as we expected. 

 
 Total Moving Distance of Actors (TMP) 
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 TMP depicts the total collective distance travelled by all actor nodes during the recovery process. It calculates the total 
energy consumed by the whole network due to the physical movements of nodes. TMP can be envisioned as 
assessment of recovery delay as proposed in [39, 40]. The maximum average distance travelled by nodes can be 
envisioned as recovery delay (assuming that one meter is travelled by a node in one second) like in [41]. Fig. 9 
illustrates the average distance travelled or the recovery delay of the network by the involved nodes until the 
connectivity is restored. The total moving distance of NSCRA is not changing drastically like RBA-DARA due to 
choosing of nearby stable nodes as we expected. Sometimes it may increase the total moving distance of recovery 
nodes when network size is small as few stable nodes may available in the network as shown in Fig. 9, but our concern 
is to increase the overall network lifetime. RBA-DARA uses nodes’ degree and minimum travelling distance as well as 
total moving distance to the failed node without considering the stability of nearby dominate node. Moreover, RBA-
DARA shows linear as the network size increases. Furthermore, the NSCRA performs cascaded movements like RBA-
PADRA only when no stable dominate is available in the neighbourhood to further reduce the moving distance of 
nodes. Fig. 10 demonstrates total moving distance of the involved nodes during recovery as a function of node radio 
range. As radio range changes, the travelling distance decreases due to dense deployment of actor nodes as shown in 
Fig. 10 (i.e. it is considered that nodes are located in the small overlapped area in the network). However, the NSCRA 
confirms small travelling distance of nodes like RBA-PADRA due to selection of nearby stable dominate node in the 
different way and shows better results over RBA-DARA with changing of radio range. Moreover, total moving 
distance of NSCRA does not change drastically even with the nodes having lower radio range like RBA-PADRA.  

 
 Number of Moved Actors (NMA) 
 It represents the total number of actor nodes that are moved during the recovery of partitioned network. The 

performance graph shows in Fig. 11 depicts the advantage of NSCRA over RBA-DARA, which moves fewer nodes for 
recovery of network like RBA-PADRA. This is because proposed NSCRA limits the scope of recovery by selecting 
the nearby dominate node(s) as failure handlers i.e. 2-hop neighbour nodes. However, in RBA-DARA and RBA-
PADRA if the distance of 2-hop dominate is larger than its nearby node/s (i.e. failure handlers) these approaches fail to 
select that nearby dominate node due to the priority given to nearby nodes and consequently increases NMA and TMP 
accordingly.  Moreover, the performance of NSCRA remains good while network size increases, which indicates the 
excellent distribution of network energy over participated nodes in the network as shown in Fig. 11. Also, Fig. 12 
captures the impact of node movements as a function of change of radio range for a network of 100 nodes. Fig. 12 
confirms the better performance of NSCRA over RBA-DARA, RBA-PADRA due to selection of nearby stable 
dominate nodes irrespective to the distance as we expected.   

 
 

 
 Messages Overhead during Recovery (MO) 
 MO shows the total number of messages that are exchanged among the nodes during recovery process. This metric 

indicates the communication overhead during recovery, and consequently energy dissipation due to the communication 
of all nodes involved in the recovery. Fig. 13 exhibits message overhead during recovery as a function of network size. 
The NSCRA outperforms better than RBA-DARA, RBA-PADRA, because NSCRA limits the message exchange 
between stable nodes according to their residual power and involve only a limited number of large power node on the 
route. However, RBA-DARA and RBA-PADRA use the blind flooding technique to find nearby dominate nodes for 
recovery. Moreover, the NSCRA limits the scope of recovery by involving nearby dominate neighbour, which further 
reduces the number of messages for recovery and consequently prolong the network lifetime.  

 
 Energy Consumption of Nodes (ECN) 
 Fig. 14 depicts the energy consumption graph as the function of network size. It is observed from the simulation graph 

that NSCRA consumes less energy as the network size increases and having an almost linear slope due to selection of 
nearby dominate like RBA-PADRA.  In case RBA-DARA, degree of nodes is considered while selecting the failure 
handler for node failure recovery and in RBA-PADRA distance from the failed node is preferred as explained earlier 
that consumes more energy in these proposed approaches (RBA-DARA, RBA-PADRA) than our proposed solution 
NSCRA. Moreover, energy consumption in RBA-PADRA and NSCRA approach is almost similar to small scale 
network (i.e. network size up to 30 nodes), but NSCRA shows galactic energy conservation in large scale networks. 
The reason is that energy consumption in such type of networks is mostly due to large movements of nodes for 
recovery than communication overhead. However, in Fig. 14, NSCRA shows its effectiveness over RBA-DARA and 
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RBA-PADRA in terms of energy consumption due to small message overhead and choosing stable nodes during 
recovery. This increases the overall network lifetime. 

 Fig. 6: Number of alive nodes vs. number of rounds when ܲ=0.75, ݎ =  50݉ 

 Fig. 7: Number of rounds vs. probability when ܣ = = ݎ ,100  50݉ 
Fig. 8: Number of rounds vs. number of nodes when  ܲ = ݎ ,0.75=  50݉ 

 Fig. 9: Total moving distance vs. number of nodes 
when  ܲ = = ݎ ,0.75  50݉ 

 Fig. 10: Total moving distance vs. node radio range 
when  P୧ = = ݎ ,0.75  50݉ 
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Fig. 11: Nodes moved vs. number of nodes when   ܲ = ݎ ,0.75=  50݉ 

 
Fig. 12: Nodes moved vs. node radio range when   ܲ =

ܣ ,0.75 = 50݉ 

 Fig. 13: Message passing during recovery vs. number of 
nodes when   P୧ = = ݎ ,0.75  50݉ 

 

 Fig. 14: Energy consumption vs. number of nodes when   P୧ = = ݎ ,0.75  50݉ 
Through the above simulation analysis, we observe that NSCRA outperforms over the state-of-the-art approaches (i.e. 
RBA-DARA and RBA-PADRA). NSCRA is about 60% energy-efficient than RBA-DARA and 20% than RBA-PADRA. 
RBA-DARA has poor performance due to uneven energy consumption of the nodes in the network. RBA-PADRA has 
good performance over RBA-DARA but it fails to select more eligible nodes (i.e. stable nodes) for recovery. Moreover, in our proposed approach number of partitions is not much important as we have considered only single node failure 
problem. Therefore, we are not considering that parameter in the performance evaluation. In fact, the number of 
partitions is important in multi node failures to calculate overall recovery delay which is a crucial parameter to evaluate 
the performance of real-time networks. 
6.0 CONCLUSION AND FUTURE SCOPE 
In this paper, network partitioning problem is solved in an energy efficient way. A distributed solution is proposed for 
establishing lost connectivity of partitioned WSANs. The main strength of our proposed solution is that it uses a small 
number of nodes, instead of moving a block of nodes. The selection of repositioned actor nodes is calculated based upon 
an index called stability index of repositioning nodes. To find a strong or a weak node in large scale network is an NP-
hard problem. Therefore, a heuristic based on node energy decay rate and residual power is suggested to find stable nodes 
(i.e. strong nodes). Further, rather than relocating the node directly to the failed node location, the cascaded movements 
(like RBA-PADRA) are suggested such that the movement load of an individual involved node is distributed on multiple 
nodes. It also balances the energy consumption of the network and further increases the network lifetime. The 
experimental results have also been compared with previously proposed state-of-the-art approaches. The plotted graphs 
confirm the effectiveness of our proposed NSCRA over RBA-DARA and RBA-PADRA. In the future, our study will 
focus on modification of our proposed approach for topology management of simultaneous failure of large scale nodes 
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with terrain constraint to evaluate actual network performance parameters like throughput, end-to-end delay, packet loss, 
delivery ratio etc. 
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